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ASVspoof

22

Small, purpose collected datasets; low 
attack variability

Large, standard datasets adapted to 
study spoofing; low attack variability

First common datasets, metrics and 
protocols; modest attack variability

Improved methodology;
broader attack variability

Neural & acoustic waveform models; 
controlled replay scenario

1999 2017 2019

Tandem 
assessment

2014

ASVspoof initiative 
launched

2015

ASVspoof 2015 LA

ASVspoof 2017 PA

ASVspoof 2019 LA + PAFirst special session @ 
INTERSPEECH 2013

2013 2024

• LA: telephony encoding and transmission

• PA: real physical environments, variety of 
recording and replay devices

• DF: speech deepfake detection task

2021

ASVspoof 2021 LA + PA + DF

• a new dataset

• adversarial attacks, neural 
codec

• open condition

• metrics beyond EER
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Workshop info
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▪ Papers

▪ Submitted: 37

▪ Accepted: 29 

▪ Workshop registered 
attendees: 67 

▪ Venue: Kipriotis Hotels & 
Conference Center, Kos, 
Greece

Challenge summary: 1
ASVspoof 5 challenge: 25
Regular research papers: 3

Program 
https://www.asvspoof.org/workshop2024_program 

https://www.asvspoof.org/workshop2024_program


Schedule
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From To Session

9:45 10:00 Opening, Welcome Message and Logistics

10:00 10:45 Challenge Summary

10:45 12:25 ASVspoof 5 Site Presentations Session 1

12:25 13:35 Lunch (1 hour 10 minutes)

13:35 15:10 ASVspoof 5 and beyond

15:10 15:40 Coffee break (30 minutes)

15:40 17:00 ASVspoof 5 Site Presentations Session 2

17:00 18:00 ASVspoof 5 Forum
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Track 1: standalone speech deepfake countermeasure

Track 2: spoofing-robust ASV (SASV)

ASVspoof 5
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Countermeasure ASV

or an integrated system

Countermeasure score

score

ASVspoof5 

dataset

Label & 

metadata

Participants: 

system building & scoring

Organisers:

dataset creation

Organisers:

evaluation



Track 1: standalone speech deepfake countermeasure

Track 2: spoofing-robust ASV (SASV)

ASVspoof 5
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Countermeasure ASV

or an integrated system

Countermeasure score

score

ASVspoof5 

dataset

Label & 

metadata

Participants: 

system building & scoring

Organisers:

dataset creation

Organisers:

evaluation

A new dataset

• non-studio quality data

• more speakers

• legacy and neural 

codecs

• adversarial attacks

Two conditions per track

• closed: only specified 

training & dev. data

• open: speech 

foundation models & 

external data

Evaluation metrics

• Track 1

• min DCF, EER

• actual DCF, Cllr

• Track 2

• a-DCF

• t-EER, t-DCF



ASVspoof 5 dataset
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ASVspoof 5 dataset
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Training Development Evaluation
(superset of track 1 & 2)

• gender balanced

• no speaker or attack overlap

18k

163 k

8 attacks

31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

ASVspoof 5 

dataset



ASVspoof 5 dataset
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18k 31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

Training Development Evaluation
(superset of track 1 & 2)

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

Multi-lingual Librispeech 

(MLS) English subset

ASVspoof 5 

dataset

ASVspoof 2015, 

2019, 2021 (LA)

ASVspoof 5

source data VCTK MLS English

#. speakers ~100 ~2,000

acoustic 

environments

one anechoic 

chamber

varied: homes, 

offices, ... 



ASVspoof 5 dataset
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18k

163 k

8 attacks

31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

Training Development Evaluation
(superset of track 1 & 2)

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

• speaker selection

• data sampling

• segmentation …

• protocols to build deepfake

• adversarial attacks

• mitigated bias related to silence distributions

• …
Multi-lingual Librispeech 

(MLS) English subset

ASVspoof 5 

dataset



ASVspoof 5 dataset: spoofed data
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Training

Development

Evaluation
popular text-to-speech & voice conversion algorithms

• GAN, diffusions …

• VITS, glow …

• x-vector, ECAPA 



ASVspoof 5 dataset: spoofed data (eval. set)
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FS:   FastSpeech

NLP: natural-language-process-based front-end

GST: global style token

varied attacks of dev, train

unknown attacks

adversarial attacks



ASVspoof 5 dataset: spoofed data (eval. set)
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varied attacks of dev, train

unknown attacks

adversarial attackszero-shot text-to-speech synthesis

Text 

processing

Acoustic 

model

Waveform 

generation
Text

Speaker 

embedding

Target speaker voice



ASVspoof 5 dataset: spoofed data (eval. set)

16zero-shot (any-to-any) voice conversion

Text 

processing

Acoustic 

model

Waveform 

generation
Text

Speaker 

embedding

Target speaker voice

Feature 

extraction

Acoustic 

model

Waveform 

generation

Speaker 

embedding

Target speaker voice

Source wav.



ASVspoof 5 dataset: spoofed data (eval. set)
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Text 

processing

Acoustic 

model

Waveform 

generation
Text

Speaker 

embedding

Target speaker voice

Feature 

extraction

Acoustic 

model

Waveform 

generation

Speaker 

embedding

Target speaker voice

Source wav.

Text 

processing

MaryTTS 

unit-selection
Text

Target speaker database Legacy MaryTTS



ASVspoof 5 dataset: spoofed data (eval. set)
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Malacopula: adversarial automatic speaker verification attacks using a neural-based generalised Hammerstein model - Massimiliano TodiscoMalacopula: adversarial automatic speaker verification attacks using a neural-based generalised Hammerstein model - Massimiliano Todisco

ASV (CAM++)

Spoofing 
attack 

Malacopula
perturbation

Enrolment

Malacopula compromises ASV

Increase in 
false verification

CM (AASIST)

Spoofing 
attack 

Malafide
perturbation

Malafide compromises CM

Increase in 
false acceptance



ASVspoof 5 dataset: spoofed data (eval. set)
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Bona fide A17 A18 A30



ASVspoof 5 dataset: spoofed data (eval. set)
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Bona fide A21 A28A22 A26



ASVspoof 5 dataset: spoofed data (eval. set)
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Bona fide A19 A24 A25 A29



ASVspoof 5 dataset: spoofed data (eval. set)

22

Training Development Evaluation
(superset of track 1 & 2)

18k

163 k

8 attacks

31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

ASVspoof 5 

dataset



ASVspoof 5 dataset: codec (eval. set)
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Training Development Evaluation
(superset of track 1 & 2)

18k

163 k

8 attacks

31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

ASVspoof 5 

dataset

simulation of real applications (appendix)

DNN codec



ASVspoof 5 dataset
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Training Development Evaluation
(superset of track 1 & 2)

18k

163 k

8 attacks

31k

109 k

8 attacks

138k

11 codec conditions

542 k

16 attacks

11 codec conditions

400 speakers 785 speakers 737 speakers

bona fide

spoofed 

enrollment

ASVspoof 5 

dataset

Contributed by more than 10 research groups 

(see acknowledgement)

A paper on the dataset is under planning



Evaluation metrics
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Figure adopted from D. A. Van Leeuwen and N. Brümmer, “An introduction to application-independent evaluation of speaker recognition systems,” in Speaker classification 
I, Springer, 2007, pp. 330–353.

Track 1 evaluation metrics

26

explicit

detection cost

calibration 

aware?

min DCF ✓ 𝘹

act DCF ✓ ✓

Cllr 𝘹 ✓

EER 𝘹 𝘹

decided by priors

min DCF

act DCF

EER

Cllr:

integrated over all operation points

Countermeasure CM scores



Track 2 evaluation metrics
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explicit

detection cost

scores 

required

applicable to 

type 1 solution?

applicable to 

type 2 solution?

a-DCF ✓ SASV ✓ ✓

t-DCF ✓ ASV (by organizer), CM 𝘹 ✓

t-EER 𝘹 ASV, CM 𝘹 ✓

CM ASV

Integrated SASV Fusion

H. Shim, et al, “a-DCF: an architecture agnostic metric with application to spoofing-robust speaker verification,” in Proc. Odyssey, 2024, 
T. Kinnunen, et al, “t-EER: Parameter-Free Tandem Evaluation of Countermeasures and Biometric Comparators,” IEEE Trans. Pattern Anal. Mach. Intell., pp. 1–16, 2023
T. Kinnunen et al., “t-DCF: a detection cost function for the tandem assessment of spoofing countermeasures and automatic speaker verification,” in Proc. Odyssey, 2018

SASV scores

ASV scores

CM scores

SASV scores

Type 1 solution Type 2 solution



Evaluation platform & 
participation
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#
s
u
b

m
is

s
io

n
s

Track 1

Closed condition

Open condition

Days
#

s
u

b
m

is
s
io

n
s

Track 2

Evaluation platform
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Progress period Eval.

▪ Codalab

▪ Progress period (06/12 – 07/21) 

▪ ~1 month

▪ subset of evaluation data

▪ 4 submissions per day

▪ Evaluation period (07/21 – 07/24)

▪ 3 days

▪ one submission only



Progress phase
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▪ Codalab

▪ Progress period

▪ ~1 month

▪ subset of evaluation data

▪ 4 submissions per day

▪ Evaluation period

▪ 3 days

▪ one submission only

Track 1 closed condition

Overall performance was improved in progress period



Evaluation phase
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▪ Codalab

▪ Progress period

▪ ~1 month

▪ subset of evaluation data

▪ 4 submissions per day

▪ Evaluation period

▪ 3 days

▪ one submission only

Track 1 closed condition



Overall results
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Track 1 - overall results
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• ensemble

o single

Most submissions outperform baselines

These metrics gauge discrimination, not calibration
AASIST RawNet2



Track 1 - overall results
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• ensemble

o single

Top systems are ensembles



Track 1 - overall results
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Many submissions outperform top-1 in closed condition

performance of closed condition top-1



Track 1 - overall results
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▲ using SSL

△ not using SSL

Many submissions outperform top-1 in closed condition

Top systems use pre-trained self-supervised speech models



Track 1 - overall results

37Some systems don’t work properly at actDCF operation point – see analysis of calibration

Top-10 are 
colored



Track 2 - overall results
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Top systems are ensemble-

based

Top systems in open 

condition use SSL

▲ using SSL

△ not using SSL

• ensemble

o single



Analysis – score calibration
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Analysis – score calibration

40

CM outputs are normalized to be “probabilites”. 

They cannot be interpreted as LLRs for Bayesian decision.

bona fidespoofed

decision threshold

that minimizes DCF

decision threshold by 

prior & decision costs



Analysis – score calibration
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CM outputs are normalized to be “probabilites”. 

They cannot be interpreted as LLRs for Bayesian decision.



Analysis & additional results
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Analysis – attack
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varied unknown adversarial

◇ o ◁ top-1,2,3Adversarial attacks are more challenging to detect

+Malafilde

+Malacopula

+Malacopula



Analysis – attack
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varied unknown adversarial

◇ o ◁ top-1,2,3

A19: MaryTTS is still a strong attack

A28: YourTTS

CM overfits to different types of attacks?



Analysis – attack
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A28: YourTTS

varied unknown adversarial

◇ o ◁ top-1,2,3



Analysis – attack
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varied unknown adversarial

◇ o ◁ top-1,2,3



Analysis – attack
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varied unknown adversarial

◇ o ◁ top-1,2,3

Close condition: adversarial attacks are more challenging

Open condition: overall better performance, but not solve all 

the problems 



Analysis – codec
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Analysis – codec
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The same set of utterances across different conditions



Analysis – codec
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Analysis – codec
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More challenging conditions

1. narrow band setting

2. neural codec 

External data & model help, but 

do not solve all the issues



Analysis – codec
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Analysis – codec
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SNS

▪ Source and amount of target speaker voice

Analysis – attacker source
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Text 

proc.

Acoustic 

model

Wav. 

model
Text

Speaker 

embedding

Target speaker voice

ASV

in the “ASV room”out of “ASV room”

recording

(1m)

downloading

(1m, 20m)

◇ o ◁ top-1,2,3



Analysis – attacker source
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SNS

▪ Source and amount of target speaker voice

Text 

proc.

Acoustic 

model

Wav. 

model
Text

Speaker 

embedding

Target speaker voice

ASV

in the “ASV room”out of “ASV room”

recording

(1m)

downloading

(1m, 20m)

◇ o ◁ top-1,2,3



Summary & dicussion
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Summary

▪ challenges

▪ non-studio quality data

▪ adversarial attacks compromising ASV and CM

▪ codecs, especially neural codecs

▪ gap between progress and evaluation sets

▪ despite increased difficulty, substantial improvements 

▪ over baselines

▪ in open conditions

▪ lack of score calibration in many submissions

57



Discussion

1. What do you think of the increased challenge/data complexity? 

1. Do you prefer to see again compressed/noisy data in future challenges – is this relevant to your 

research/development?

2. How did you like the two tracks (CM and the new SASV)? 

3. Do you prefer to see neural audio codecs again – and is this "bonafide" or "spoof" anyway?

4. Should we include more languages? Which ones (and why)?

5. How about adversarial attacks?

2. Do you like surprises (unseen attacks, codecs etc) in eval set? Will this help us towards 
generalization to the unknown? 

3. How did you like the inclusion of calibration-related metrics? What kind of data or tasks you'd like to 
see in future?

4. How well do the findings from ASVspoof challenges translate to industry practices? Are we missing 
anything from real-world applications? 

5. Do we have life beyond SSLs and data augmentation?

6. Any fresh ideas on data collection (updating spoofing attacks and beyond)? 

7. Outside of the challenge, what do think about the evolving speech generation technology? Will 
spoofing artifacts exist in the future as well? 58
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Appendix

60



varied attacks of dev, train

unknown attacks

adversarial attacks

Dataset: spoofed data (eval. set)

61

1 minutes data or more

Text 

processing

Acoustic 

model

Waveform 

generation
Text

Speaker 

embedding

Target speaker voice

Grapheme 

to phoneme

Non-AR 

Transformer

HifiGAN

decoder
Text

X-vector 

extractor

Target speaker voice

Xphone 

BERT

Wav2vec2 

Librispeech

/m/ /ɛ/ /r/ …

De-

quantization

Code books

Code indices

Duration 

model

Input processing Acoustic modeling Waveform generation



Track 1: standalone speech deepfake detection

Track 2: spoofing-robust ASV (SASV)

ASVspoof 5

62

Tandem ASV/CM

or integrated

Countermeasure score

score

ASVspoof 5 

dataset

Label & 

metadata

Participants: 

system building & scoring

Organisers:

dataset creation

Organisers:

evaluation



Track 1: speech deepfake detection

▪ Binary classification on a single audio file: bona fide or spoof

o Inherits the DF track of previous ASVspoof challenges

oAn attacker has access to the voice data of a targeted victim

oConventional/neural codecs can be used

63

Countermeasure score

bona fide

spoof

threshold



Track 2: SASV

▪ Binary classification on a pair of audio files:

o Inherits the LA track of previous ASVspoof and SASV2022 challenges

oThree trial types (target / non-target / spoof), two decisions (accept / reject)

oSystems can be a tandem fusion of ASV and CM or single models

64

Tandem ASV/CM

or integrated
score

Accept
(target)

Reject
(nontarget or spoof)

threshold



Two conditions: open / closed

▪ For both tracks, there are two conditions: 

oClosed:
▪ Restricted data protocols

▪ Strictly train with only ASVspoof 5 training partition

▪ Exception: VoxCeleb2 for speaker embedding training 

Open:
▪ External data and pre-trained models are allowed 

▪ Exception: overlapping data with the ASVspoof 5 evaluation partition is 
prohibited

▪ SSL models trained on overlapping data are also not permitted

65



ASVspoof 5 flow chart
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TTS,

VC
Bona fide

Spoofed

Bona fide

Training

setTTS,

VC Spoofed ASV, 

CM

TTS,

VC 

Bona fide

Spoofed

CM, 

SASV 

Dev

.

set

Eval.

set

Source data from 

MLS English dataset

Data 

contributors

Group 2

Challenge 

participants

Data 

contributors

Group 1

Other 

 training data

open condition

surrogate

Optional source data 

from Common Voice



ASVspoof 5 dataset: spoofed data (eval. set)
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A21 A22 A28 A26 A17

A19 A24 A25 A29 A23

A20 A18 A27 A31 A32

A30



Condition C11

▪ Telephone simulation by a swept sine approach. The swept sine signal is 
transmitted though a call to a call center.

▪ Captured methods:

▪ Microsoft Teams call. Audio digitally injected using a virtual audio cable driver.

▪ Poco F4. Audio digitally injected via Bluetooth.

▪ Redmi Note 8 Pro. Audio digitally injected via Bluetooth.

▪ Redmi Note 8 Pro. Audio injected via cable to input jack.

▪ Samsung Galaxy A12. Audio digitally injected via Bluetooth.

▪ Samsung Galaxy A12. Audio injected via cable to input jack.

▪ Samsung Galaxy S23 Ultra. Audio digitally injected via Bluetooth.

68



Codalab

69

▪ Codalab platform

▪ Progress period (06/12 – 07/21) 

▪ ~1 month

▪ subset of evaluation data

▪ 4 submissions per day

▪ Evaluation period (07/21 – 07/24)

▪ 3 days

▪ one submission only

Codecs:  no codec, opus, arm, opus(nb), arm (nb)

Progress data



Progress of developing
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▪ Codalab

▪ Progress period

▪ ~1 month

▪ subset of evaluation data

▪ 4 submissions per day

▪ Evaluation period

▪ 3 days

▪ one submission only

Full evaluation set is 

more challenging



Participants submitted in eval. phase

71



Codalab
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Track 1 closed Track 1 open



Codalab
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Track 1 closed Track 1 open



Track 1, Progress vs Evaluation minDCF
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Track 2, Progress vs Evaluation minDCF
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Appendix - results
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Track 2 - overall results
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Track 1 additional operation points
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Track 1 Closed Track 1 Open

False Alarm Rate @ 1% Miss Rate
High user convenience

Miss Rate @ 1% False Alarm Rate
High security



Calibration
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A few systems did quite well on calibration



Calibration
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A few systems did quite well on calibration



Calibration
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Systems with Cllr > 1 are poorly calibrated, and decisions are better made by omitting 

these systems ... Cllr = 1 are as good as a coin toss (on average)(Nautsch 2019)



Calibration

82



Appendix - misc
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ASVspoof 5 workshop participants

84
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