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1 Introduction

The ASVspoof 2019 challenge follows on from three special sessions on spoofing and countermeasures
for automatic speaker verification held during INTERSPEECH 2013 [1], 2015 [2] and 2017 [3]. While
the first edition in 2013 was targeted mainly at increasing awareness of the spoofing problem, the
2015 edition included the first challenge on the topic, accompanied by commonly defined evaluation
data, metrics and protocols. The task in ASVspoof 2015 was to design countermeasure solutions
capable of discriminating between bona fide (genuine) speech and spoofed speech produced using
either text-to-speech (TTS) or voice conversion (VC) systems. The ASVspoof 2017 challenge focused
on the design of countermeasures aimed at detecting replay spoofing attacks that could, in principle,
be implemented by anyone using common consumer-grade devices.

The ASVspoof 2019 challenge extends the previous challenge in several directions. The 2019
edition is the first to focus on countermeasures for all three major attack types, namely those
stemming from TTS, VC and replay spoofing attacks. Advances with regards the 2015 edition
include the addition of up-to-date TTS and VC systems that draw upon substantial progress made
in both fields during the last four years. Today, well-trained synthetic speech and converted voice
is as good as perceptually indistinguishable from bona fide speech. ASVspoof 2019 thus aims to
determine whether the advances in TTS and VC technology post a greater threat to automatic
speaker verification and the reliability of spoofing countermeasures.

Advances with regards the 2017 edition concern the use of a far more controlled evaluation setup
for the assessment of replay spoofing countermeasures. Whereas the 2017 challenge was created
from the recordings of real replayed spoofing attacks, the use of an uncontrolled setup made results
somewhat difficult to analyse. A controlled setup, in the form of replay attacks simulated using a
range of real replay devices and carefully controlled acoustic conditions is adopted in ASVspoof 2019
with the aim of bringing new insights into the replay spoofing problem.

Last but not least, the 2019 edition aligns ASVspoof more closely with the field of automatic
speaker verification. Whereas the 2015 and 2017 editions focused on the development and assessment
of stand-alone countermeasures, ASVspoof 2019 adopts for the first time a new ASV-centric metric
in the form of the tandem decision cost function (t-DCF) [4]. The adoption of the t-DCF does not,
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however, imply that participation in ASVspoof 2019 requires any expertise in ASV. The cost of entry
remains the same as that in the 2015 and 2017 editions; the challenge is still a stand-alone spoofing
detection task. By combining spoofing detection scores with ASV scores produced by a fixed system
designed by the organisers, adoption of the t-DCF as the primary evaluation metric will ensure that
evaluation results and rankings will reflect the impact of spoofing and the performance of spoofing
countermeasures upon the reliability of ASV.

This document provides a technical description of the ASVspoof 2019 challenge including de-
tails of the two evaluation conditions, namely those involving logical and physical access use-case
scenarios. The document also provides details of the evaluation protocols, the new t-DCF met-
ric, a common ASV system, baseline countermeasures, evaluation rules, submission procedures and
schedule.

2 Technical objectives

As for previous editions of ASVspoof, the overriding objectives are to promote the development of
reliable countermeasures that are able to distinguish between bona fide and spoofed speech. The
initiative aims specifically to encourage the design of generalised countermeasures, i.e., countermea-
sures that perform well when faced with spoofing attacks of unpredictable nature. As with both
2015 and 2017 editions, the 2019 evaluation dataset contains training/development and evaluation
partitions generated with different technologies (TTS and VC algorithms) and replay scenarios. Suc-
cessful participation in ASVspoof 2019 therefore depends upon the development of countermeasures
that generalise well to unseen forms of spoofing, namely attacks not seen in training/development
data.

The specific technical objectives of ASVspoof 2019 are to:

• bring the evaluation of spoofing countermeasure solutions up to date with regards progress in
technologies that can be used to implement advanced spoofing attacks;

• to provide new insights in terms of replay attacks and countermeasures, and

• to assess the impact of spoofing and of countermeasures upon the reliability of ASV systems.

Despite the adoption of a new primary metric for ASVspoof 2019, it is stressed that expertise in
automatic speaker verification is not a pre-requisite to participation. The task is to design automatic
systems capable of discriminating between bona fide and spoofed speech. ASV systems and scores
required to support the new metric will be provided by the organisers, as will a comprehensive set of
evaluation tools that will be needed in order to assess performance using the new metric. In order to
maintain backwards compatibility, in order to observe the correlation between the new metric and
the equal error rate (EER) metric used in previous editions, and in order to support applications
beyond ASV1, the EER is nonetheless retained as a secondary metric.

3 Data conditions: logical access

The data used for ASVspoof 2015 included spoofing attacks generated with text-to-speech (TTS)
and voice conversion (VC) attacks generated with the state-of-the-art systems at that time. Since

1Use of the t-DCF explicitly links the evaluation to ASV applications. Despite this clear focus, the ASVspoof
initiative has wider implications and should also attract interest in a more general sense involving fake audio detection,
e.g., the fraudulent manipulation of smart-speaker, voice-driven interfaces. Use of an application-independent metric
such as the EER is intended to support such alternative interests and use cases.

2



Table 1: Number of non-overlapping target speakers and number of utterances in training and
development sets of the ASVspoof 2019 database. The duration of each utterance is in the order of
one to two seconds.

#speakers #utterances

Subset Male Female
Logical access Physical access

Bona fide Spoof Bona fide Spoof

Training 8 12 2,580 22,800 5,400 48,600
Development 8 12 2,548 22,296 5,400 24,300

then, considerable progress has been reported by both TTS and VC communities. The quality of
well-trained synthetic speech and converted voice produced with today’s technology is now percep-
tually indistinguishable from bona fide speech; the mean-opinion-score of synthetic speech produced
with neural-network-based waveform modelling techniques known as WaveNet is comparable to that
produced by humans [5]. The best performing system in the Voice Conversion Challenge 2018 [6]
also produces converted voice signals with greatly improved naturalness and speaker similarity than
the best performing systems in 2015. Since these technologies can be used to project convincing
speech signals over the telephone, they pose substantial threats to the reliability of ASV. This sce-
nario is referred to as logical access. The assessment of countermeasures, namely automatic systems
that can detect non bona fide, spoofed speech produced with the latest TTS and VC technologies
is therefore needed urgently.

The ASVspoof 2019 database for logical access is based upon a standard multi-speaker speech
synthesis database called VCTK2. Genuine speech is collected from 107 speakers (46 male, 61 female)
and with no significant channel or background noise effects. Spoofed speech is generated from the
genuine data using a number of different spoofing algorithms. The full dataset is partitioned into
three subsets, the first for training, the second for development and the third for evaluation. The
number of speakers in the former two subsets is illustrated in Table 1. There is no speaker overlap
across the three subsets regarding target speakers used in voice conversion or TTS adaptation.

3.1 Training and development data

The training dataset includes genuine and spoofed speech from 20 speakers (8 male, 12 female).
Each spoofed utterance is generated according to one of 2 voice conversion and 4 speech synthesis
algorithms. The voice conversion systems include those based on (i) neural-network-based and (ii)
transfer-function-based methods. The speech synthesis systems were implemented with (i) waveform
concatenation, (ii) neural-network-based parametric speech synthesis using source-filter vocoders and
(iii) neural-network-based parametric speech synthesis using Wavenet. They were also built using
publicly available toolkits called Merlin3, CURRENT4 and MaryTTS5. All data in the training set
may be used to train spoofing detectors or countermeasures. All of the systems were built using the
VCTK corpus.

The development dataset includes both genuine and spoofed speech from a subset of 20 speakers
(8 male, 12 female). Spoofed speech is generated according to one of the same spoofing algorithms

2http://dx.doi.org/10.7488/ds/1994
3https://github.com/CSTR-Edinburgh/merlin
4https://github.com/nii-yamagishilab/project-CURRENNT-public
5http://mary.dfki.de
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used to generate the training dataset. All data in the development dataset may be used for the
design and optimisation of spoofing detectors/countermeasures.

Participants should be aware, however, that the spoofing algorithms used to create the develop-
ment dataset are different from those used to generate the evaluation dataset. They are variants of
the spoofing algorithms used to create the development dataset. The aim is therefore to develop a
countermeasure which has potential to accurately detect new spoofed data generated with different
or unseen spoofing algorithms.

3.2 Evaluation data

The evaluation data includes a set of unseen genuine and spoofed speech collected from multiple
speakers. There are around up-to-80k trials including genuine and spoofed speech making the
evaluation dataset approximately 4 GB in size. The recording conditions are exactly the same as
those for the development dataset. Spoofed data are generated according to diverse unseen spoofing
algorithms. However, they are variants of the spoofing algorithms used to generate the development
dataset. Being intentionally different, they will give us useful insight into generalised performance
of countermeasure models ‘in the wild’. This is the same objective as that of ASVspoof 2015.

4 Data conditions: physical access

The physical access condition considers spoofing attacks that are performed at the sensor level.
This implies that both bona fide and spoofed signals propagate through a physical space prior to
acquisition. Spoofing attacks in this scenario are therefore referred to as replay attacks, whereby a
recording of a bona fide access attempt is first captured, presumably surreptitiously, before being
replayed to the ASV microphone. The microphone is considered to be a fundamental component
of the ASV system. It cannot be bypassed; spoofing attacks cannot be injected into the system
post-sensor, as is the case for the logical access scenario. This scenario conforms as much as possible
to the ISO definition of presentation attacks [7]. The physical access scenario is relevant not just to
ASV, but also to the emerging problem of fake audio detection that is faced in a host of additional
applications including voice interaction and authentication with smart objects (e.g. smart-speakers
and voice-driven assistants).

The results of ASVspoof 2017, the first ASVspoof edition to focus on replay attack detection,
indicated that (i) replay attacks are effective in deceiving ASV systems and (ii) their reliable detection
presents a substantial challenge. Nonetheless, progress in the development of countermeasures for
replay detection has been rapid, with substantial improvements in performance being reported each
year.

In an effort to emulate replay spoofing attacks, the 2017 challenge data was created from the
real re-presentation and re-recording of a base corpus [8, 9] in a somewhat uncontrolled setup.
This practice, coupled with the use of a base corpora that was captured with varying additive
and convolutive noise, made results somewhat difficult to analyse. In seeking to improve upon
the 2017 challenge, the 2019 edition is based upon simulated and carefully controlled acoustic and
replay configurations [10, 11, 12]. The approach used to simulate room acoustics under varying
source/receiver positions is that described in [13]. The same approach was applied successfully
for data augmentation and x-vector speaker and speech recognition [14, 15]. Acoustic simulation,
performed using Roomsimove6 takes into account source directivity. Finally, replay devices are

6http://homepages.loria.fr/evincent/software/Roomsimove_1.4.zip
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